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Language Models
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● task: predicting next word

● good indicator of overall progress in NLP. 

the students opened their … 
! " ! # ! $ ! % ! &



Language Models + Related Models | Timeline
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BoW (1954): 
● Based on 

occurence (no 
ordering)

● TF-IDF (1972)

Word2Vec (2013): 
● Map words to real 

valued dense vectors
● no context-

dependency
● Utilizes a simple NN

RNN (1997):
● Contextual language 

representation, 
sequential training

● LSTM (1997): longer-
term dependencies

● Bi-RNN (1997): 
conditions both ways

Transformers (2017):
● Encoder-decoder model
● (Self-) Attention mechanisms
● Solves information bottleneck
● Can parallelize input and use 

more data, larger trainings

BERT (2018):
● Pre-trained bi-directional 

Transformer-based 
Encoder

● Transfer learning
breakthrough

● De-facto standard in 
research

● 110M params

GPT-3 (2020) :
● Autoregressive 

Decoder
● Few-shot learning
● Massive scale,

175B params



Language Models | Evolution of Transformers 

time in years →

Number of NN
parameters
↑ 

2019 2023
108

1012

GPT 4 (2023): 
overall training cost > 150 Mio $  

See [7]
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Dot-Product Attention [9]

== conditional
language
model
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Dot-Product Attention
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Dot-Product Attention
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Dot-Product Attention
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Dot-Product Attention



Prevailing Problems [9]

● maintaining context over longer text

● using common sense still hard: 
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● picks up cultural bias in training data: 



Go Massive: Transformer [1]
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Go Massive: Transformer
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encoder decoder (cross-)attention : 
queries from previous decoder layer; 
keys and values from encoder output 



Go Massive: Transformer
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encoder decoder (cross-)attention : 
queries from previous decoder layer; 
keys and values from encoder output 

encoder self-attention : 
queries, keys, and values from previous 
encoder layer

(masked) decoder self-attention : 
queries, keys, and values from previous 
decoder layer



BERT [2]

● “BERT”: Bidirectional Encoder Representations from 
Transformers.”: a transformer encoder

● Trained on BooksCorpus (800 million words) and English 
Wikipedia (2,500 million words)

● Pre-training tasks
○ Masked word prediction
○ next sentence prediction (NSP)

● BERT versions
○ BERT-Base: 12-blocks, 768-dim-vectors, 12 attention 

heads. (110M parameters)
○ BERT-Large: 24-blocks, 1024-dim-vectors, 16 attention 

heads. (340M parameters)
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BERT | Use Cases and Extensions 

● “Pre-train once, finetune many times“
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Extensions
● RoBERTa: mainly just train BERT on larger data batches and remove next sentence 

prediction.

● SpanBERT: masking contiguous spans of words makes a harder, more useful pre-
training task

● DistilBERT: a smaller (40%), faster (60%) BERT. Same architecture distilled with a 
teacher-student setting. It retains 97% of the performance. 



BERT | Use Cases and Extensions 

● “Pre-train once, finetune many times“
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NLI NER QA

BERT

à need additional parameters for each downstream tasks, e.g. 
sentiment analysis, MT, NLI, etc.



GPT-3 | Comparison against BERT  

17

Architecture

BERT GPT-3
Generative Pretrained 

Transformer

340M parameters, 
trained on ~3.3 Billion 

tokens

175B parameters, 
trained on ~500 Billion 

tokens

Bidirectional, made of 
transformer encoder

blocks

Autoregressive, made of 
transformer decoder

blocks

Masked LM + next 
sentence prediction

Simple Language 
Modeling

Size

Training

Usage
Use as contextual 

encoder + fine-tune 
extra layers on 

downstream task

Use as-is for any task 
with few-shot learning 

techniques



GPT-3 | Applications 

● GitHub Copilot: can accurately generate (often 
working) code from a text prompt. Highly 
focused on web development and SQL.

● AI Dungeon: generates text-based adventure 
games.

● Dall-E (2): generates images and digital art 
based on text prompts. Results look much more 
realistic than previous methods.
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GPT-3 | Limitations 

● starts repeating itself when generating long documents 

● hallucinates, i.e. confidently produces false facts.

● difficulty within “common sense physics” and cause-effect relationships.

● follows racial, gender, and religious biases included in dataset

● Only trained on text, not knowledge-grounded

● model weights are not open source: OpenAi charges for GPT-4 model 
with 8K context window : 

$0.03 per 1,000 tokens for prompts and 
$0.06 per 1,000 tokens for results [10]
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GPT-x: Language Modeling

Source: https://onezero.medium.com/these-conversations-with-the-gpt-3-
chatbot-are-witty-wise-and-dangerously-dark-2a2579add001



GPT-x: Language Modeling

Source: https://onezero.medium.com/these-conversations-with-the-gpt-3-
chatbot-are-witty-wise-and-dangerously-dark-2a2579add001



GPT-x: Language Modeling

Source: https://mindmatters.ai/2022/12/did-the-gpt3-chatbot-pass-the-lovelace-test/



GPT-x: Language Modeling

Source: https://www.indiatoday.in/technology/features/story/chatgpt-using-open-ai-solves-coding-
problems-for-free-may-put-jobs-of-many-coders-at-risk-in-future-2304491-2022-12-02 /



Following LLMs | RETRO [5]

● Retrieval-Enhanced TRansfOrmer

● Language model that predicts the next words by conditioning on 
document chunks retrieved from a large corpus.

● Goal: needs fewer parameters (4% of GPT-3 model size) by leveraging 
training data also at inference time.
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Following LLMs | Stable Diffusion  [6]

● Diffusion model: apply iteratively Gaussian noise on training images in 
the latent space à train NNs to denoise and recover previous state. à
image generator.

● Now encode text with BERT (or similar) and use it to condition the 
denoising process. 

25
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„portrait of sesame street heros in andy warhol style“



Following LLMs | ChatGPT

● ChatGPT: GPT-3.5 + supervised training on dialogue + reinforcement 
learning with human feedback. The exact details are not available.
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Following LLMs | Latest Entries and Developments
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Competitor to GPT-family (65B), 
free for researchers.

Take LLaMA (free) and exploit GPT3.5 for 
training (7B)

(costed 600 $ J)

Google’s response to ChatGPT (137B)

Open Source ChatGPT-like, GPT-J (6B) + Alpaca dataset

GPT-4 comes out, much better than 3.5 (?B)

Towards AGI, let GPT-4 access files, plugins, the 
internet, and prompt itself iteratively!!!



Trends

● Attention as workhorse stays 

● Models will keep scaling

● training on larger, higher quality data instead of keep adding 
parameters

● Architecture details seem more and more irrelevant. The important 
factors seem to be:
○ Broad architecture type (e.g. BERT vs GPT)
○ Training objective
○ Fine-tuning techniques 
○ Data quality and quantity

● Multi-modality, multi-linguality, and eco-friendliness

● NLP practitioners will use pre-trained LLMs instead of building and 
training from scratch.
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Research Directions

● Prompting, auto-prompting

● Fine-tuning techniques

● Post-hoc explainability

● Robustness and adversarial attacks/defences

● Model Distillation

● Low-resource languages/tasks

● Augmentation and integration of knowledge bases
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LM Prompting | Motivation +ff: [11]
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● Prompting: make it possible for downstream tasks to take the same format
as the pre-training objectives (language modeling) by prepending some
text before the test input

● idea proven effective in GPT-3
● Requires no new parameters nor retraining existing parameters



LM Prompting | Zero-Shot
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● Simple prompting corresponds to zero-shot learning. The model predicts 
the answer directly (task description is not necessary).

● If add one example, then it is one-shot learning



LM Prompting | In-Context Learning
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● Prompting that contains demonstrations (i.e. examples) of the task to be
performed: in-context learning



LM Prompting | Terminology
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● Pattern: A function that maps an input to the text (a.k.a. template for x)

○ Example: f(<x>) = “Review: <x>” 

● Verbalizer: A function that maps a label to the text (a.k.a. template for y) 

○ Example : v(<y>) = “Sentiment: <y>”

Review: An effortlessly accomplished and richly 

resonant work.
Sentiment: positive

Review: A mostly tired retread of several other 

mob tales.
Sentiment: negative

Review: A three-hour cinema master class. Sentiment: _______



LM Prompting | Patterns & Verbalizers
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● Picking suitable patterns and verbalizers is an active field of research
○ Part of prompt engineering (includes hand-crafted, gradient- or

heuristic based prompts)

Demonstrations
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● Providing also more instance-level details can elicit multi-step reasoning
● Unfortunately still no guarantees about reasoning correctness
● Augmenting prompts outside of few-shot setting is challenging

Tasks descriptions as Inputs | Chain of Thought



LM Prompting

37

● LLMs are able to perform a large variety of tasks in a few-shot setting

● Choosing a prompt is non-trivial since LLMs exhibit large variance over
different patterns and verbalizers

● (=highly dependent on choice, order and term frequency)

● Uncertain how and why in-context learning works exactly



AGI, Humans, and the Future…
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